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ABSTRACT 

Demand for intelligent surveillance has been increasing, to 

automatically detect and prevent dangerous situations with 

surveillance cameras. Image analysis, the most essential element in 

intelligent surveillance system, has continuously developed and 

contributed to the improvement. To analyze surveillance videos, 

foreground segmentation is vital which require background 

modeling. This paper proposes background modeling method 

which is robust to illumination variation and shadow area. Also, the 

proposed method is applicable to high-resolution videos in real time 

with modification for GPU implementation. We validate our 

method on different types of dataset including our new benchmark 

dataset to analyze the result quantitatively and qualitatively. The 

execution time of proposed method is 228.2 FPS for High 

Definition videos with NVIDIA GTX660. 

CCS Concepts 

I.4.9 [Image Processing and Computer Vision]: Application; 

I.5.4 [Pattern Recognition]: Application – Computer Vision;  

General Terms 

Algorithm, Measurement, Experimentation. 

Keywords 

Surveillance, Background Modeling, GPU Image Processing. 

1. INTRODUCTION  
With growing awareness of the importance of security 

technologies in response to the increasing violent crimes, 

surveillance cameras are now installed everywhere as typical 

security equipment. However, due to the shortage of monitoring 

staff in the control center, it is difficult to handle every event on the 

cameras. Consequently, demand for intelligent surveillance 

cameras has been increased to resolve the manpower-shortage 

problem with detection of critical objects, recognition of medical 

emergency for human, and congestion measurement.  

Intelligent surveillance system generally consists of three stages – 

acquisition of images or videos, scene interpretation, and the 

analysis of the result. Among them, scene interpretation is the most 

fundamental task as shown in recent works [1-6], including 

foreground detection. Along with the development of the intelligent 

surveillance systems, performance of camera has also improved to 

shoot high resolution video and efficient foreground detection is 

also in the spotlight [5]. Figure 1 shows a general background 

subtraction process for a surveillance system. 

Papers on surveillance system run on a CPU and have limited 

processing speed. As a result, real-time background modeling 

methods are required with GPU processing [6] for high-resolution 

data. Contrary to the sequential implementation of CPU-based 

implementation, GPU-based implementation handles multiple 
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Figure 1: Background Subtraction 



pixels in parallel manner. Therefore, we propose a completely 

GPU-based system for high resolution surveillance system. 

This paper proposes a background modeling method that alleviate 

a tradeoff between foreground detection performance and 

computational burden. We propose a simple pixel-wise modeling 

method for parallel computation on GPU. While conventional 

pixel-wise modeling methods cause jittery result due to limitation 

on handling shadow area, we developed a post processing method 

to alleviate such issue. The process of removing shadow is also 

executed on GPU. 

Our main contribution lies in combination of two methods on GPU 

– simple foreground segmentation [2] and efficacy ordering [3] for 

real-time processing. Another contribution is the use of post 

processing to ease the common major issue of jittery result. We also 

evaluated our model on publicly available datasets from 

ChangeDetection.net [9] and our new benchmark dataset 

accompanied by quantitative result of GPU processing. 

2. RELATED WORK 
Previous background modeling methods are categorized as two 

directions: pixel-wise and region-wise modeling. Pixel-wise 

foreground segmentation by background subtraction suffers from 

illumination changes. On the other hand, the region-wise 

background modeling for foreground detection performs relatively 

well but it is not suitable for real-time processing due to the 

computational complexity. In order to apply intelligent surveillance 

system for real world, real-time processing is one of the essential 

factor. 

Most existing papers on pixel-wise background modeling are 

based on GMM. Z. Zivkovic [1] redefines the K-background model 

distribution parameters including mean and variance by every input 

sequence. This approach is robust and stable in identifying moving 

objects, but it is sensitive to illumination changes which requires 

EM (Expectation-Maximization) optimization resulting the 

increment of computational cost. [1] is not suitable for real-time 

background modeling unless the computational complexity is 

solved. To reduce its complexity, Extended GMM [6] is presented 

as the GPU version of GMM-EM method while the computational 

complexity is still high.  

One way to handle a high-resolution video is GPU computing. 

AMBER (Adaptive Multi Resolution Background Extractor) [3] 

proposed background extractor algorithm using GPU. The 

parallelized image processing method can handle background 

modeling at high speed, i.e., more than 840 FPS to carry out the 

detection and jittering removal. However, their f-measure on the 

baseline data from ChangeDetection.net [9] is relatively low. 

Similarly, simple method of background modeling and jittering 

removal fail on sophisticated data. 

Subsense (Self Balanced SENsitivity SEgmenter) [4] method 

reached the highest performance on baseline data of 2012 and 2014 

challenge on ChangeDetection.net [9]. The method is based on 

region-based foreground detection with LBSP feature. Region-

based foreground detection has high computational cost. 

UBA (a Unified approach to Background Adaptation) [2] 

simplifies model of GMM to maintain stability while updating 

background model with small amount of computation. UBA treats 

the parameters of background model as constant values that learn 

the background image and update parameters by simple and fast 

addition and subtraction. This method determines the changes of 

background image pixels fast and robustly to adapt illuminance 

variation.  

None of these methods reduced the trade-off between 

computational speed and foreground detection accuracy. AMBER 

[3] update background models fast with GPU computation but it is 

hard to adapt illumination changes. To boost the accuracy of 

foreground detection they tried additive post processing, but the 

accuracy is still low. UBA, simple method to update background 

model, processes slower than AMBER. While the computational 

speed of UBA was measured in CPU as 30 FPS on 360 288 

resolution, it is quite possible to improve the speed with GPU for 

higher resolution. 

3. METHODOLODGY 
A general process of foreground detection of video is to learn the 

background image and compare the input sequence and background 

image for each pixel. After getting pixel difference between input 

image and background image, foreground region is determined by 

given threshold. Post-processing is optional in removing noisy 

pixels in foreground region. 

The process of proposed method for foreground detection is 

implemented on GPU with CUDA. We combine two methods to 

determine the foreground and background region by UBA [2] and 

for efficacy ordering by AMBER [3]. We also propose noise 

removal method as a post processing. 

Figure 2 shows intermediate results of the proposed method on 

PETS2006 dataset from ChangeDetection.net. Figure 2 (a) is the 

modeled background image, Figure 2 (b) is the input sequence and 

Figure 2 (f) is the ground truth. Detected foreground by proposed 

method is shown in Figure 2 (c) without post processing. Figure 2 

(c) contains shadow region and noisy pixels in initial foreground 

region. In Figure 2 (d), gray pixels are the detected shadow region. 

Figure 2: The process of proposed method  

on PETS2006 dataset 



And Figure 2 (e) is the final output of the proposed method. Every 

procedure is implemented in GPU. 

3.1 Background Subtraction 
Figure 3 shows the procedure to determine whether a given pixel 

is foreground or background. First, proposed method computes 

pixel difference at each pixel between the background image and 

the input sequence. If the pixel difference is higher than a pre-

defined threshold ʎ, corresponding pixel is treated as foreground 

pixel. The candidates of background ὄ  is estimated as: 

.ὄ ÁÒÇÍÁØὅ  (1) 

.ὅ  
ὅ ρȟ     ɱὈὍȟὄ
π      ȟ       έὸὬὩὶύὭίὩ

 (2) 

Where ὲ is the number of background model, ὅ is counting 

parameters for efficacy ordering the method of AMBER [3]. ὄ is 

the most appropriate background image. 

If the pixel of input sequence is not in the background pixel range 

of ὄ, we update one of background images from ὄ to ὄ  to which 

the pixel belongs.  

UBA, simplified method to model background images using 

GMM, contains the parameter average ‘ and threshold „ in every 

background image ὄ . The parameters are estimated as equation (3) 

by ɝί which is the pixel difference between background image and 

the input image. In this process, average ‘ is computed using simple 

+1 or -1 which cause fewer computation. These simple integer 

operations help to reduce the complexity of the computation and 

memory usage considerably. Equation (4) presents similar 

operation to update „ values. 
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The proposed method of updating background and removing 

shadow computes each pixel in HSV color space [7]. Only value is 

needed to model the background images, while hue and value are 

used for shadow removal and saturation is not used at all. The 

simple use of values in background modelling decrease the 

computational burden significantly. In addition, hue and value are 

more suitable for removing shadow than computation in RGB color 

space.  

3.2 Shadow Removal 
A foreground image obtained by the simple method of background 

modeling contains a number of shadow pixels. We incorporate the 

common attribute of shadow regions that the hue difference 

between background image and the input image is small and value 

becomes dark.  

To remove shadow pixels from foreground image pixels, we 

compute new image pixel ὍὭȟὮ by the hue difference and value 

difference between input and background images as equation (5).  

. ὍὭȟὮ
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 (5) 

Ὅ  and Ὅ  are the hue and value of background image, 

respectively. Ὕ  and Ὕ are the pre-defined threshold to determine 

whether the pixel is within the shadow range. If one of the pixel 

difference is larger than threshold, we set ὍὭȟὮ to 0 to treat the 

shadow pixel as background pixel and to 1 otherwise. 

3.3 Noise Removal 
Even after the shadow removal step, the foreground image still 

contains impulse noises. We apply median filter [8] which is well 

known for removing impulsive noises. It can also be implemented 

in a pixel-wise parallel framework with GPU along with 

background modeling. 

3.4 Parallel Processing based on CUDA 
To accelerate image processing, every input sequence in a CPU is 

transferred from host memory to device memory in a GPU. After 

the noise removal, the enhanced image from device memory is 

transferred back to host memory. We process input image in HSV 

color space with only hue and value channels in a device memory 

without resizing the image. We assign the block size and the number 

of threads to cover the input image evenly as Figure 4. The number 

of threads is set to the maximal value of user device and the size of 

thread is image size divided by the number of threads.  

4. EXPERIMENTAL RESULT 
We evaluate the effect of our pixel-wise background modeling on 

various datasets: 1) two important dataset of ChangeDetecdtion.net 

[9]: baseline and shadow, 2) ETISEO-MOG9C2 [10], and 3) our 

Figure 3: An overview of the proposed method 

Figure 4: Memory Allocation for CUDA 



new benchmark dataset. Quantitative and qualitative results are 

shown in Table 2-5 which show the advantages of proposed method. 

Our method is implemented on GPU with the environment listed in 

Table 1. 

Table 1: Development Environment 

Workstation Intel core i7-4790 @ 3.60GHz 16GB RAM 

GPU NVIDIA GTX 660 

Language C++/ CUDA 

Library openCV 

4.1 Execution Time 
We compare the execution time of UBA, AMBER, and Extended 

GMM with ours as shown in Table 2. The execution time of the 

proposed method is measured 1,963 FPS on 360 240 resolution. 

Our method performs best due to the simplest process of 

background modeling and post processing, whereas UBA is the 

worst case since it uses CPU only. When it comes to real time issue, 

UBA is applicable only on low-resolution images. Although 

AMBER and Extended GMM are implemented on GPU, processing 

speed of the two methods are slower than ours. 

Table 2: Execution Time 

We also present processing time of the proposed method in various 

image resolutions as shown in Table 3. The result shows that the 

proposed method is able to handle images of HD resolution or 

higher in real-time. 

Table 3: Processing Time of Proposed Method 

Resolution Processing Time (FPS) 

360 240 1,963.0 

640 τψ0 512.5 

1280 720 228.2 

4.2 Quantitative Analysis 
In this paper F-measure metric have been chosen for the evaluation 

of the proposed method as Table 4. Quantitative evaluation of our 

method in comparison with three methods on baseline, 

CopyMachine from shadow, and ETISEO-MOG9C2 dataset. 

pedestrian, and highway dataset are the outdoor scenes and the 

others are indoor scenes. ETISEO-MOG9C2, low resolution data, is 

used to measure our robustness to low clarity, illumination changes 

and stationary objects, compared to Extended GMM. UBA has 

lower accuracy than proposed method due to too simple background 

modeling process. AMBER, state-of-the-art method among 

methods of using GPU, has high accuracy on outdoor datasets while 

shows bad performance on indoor datasets. Extended GMM has 

shown the worst result of all. Overall, the F-measure of proposed 

method is higher than others. 

4.3 Qualitative Analysis 
Foreground images from the proposed method and others are 

shown in Figure 5-7 on three baseline datasets and our benchmark 

dataset that we collected from a parking lot, which contains large 

amount of reflection and shadow region. Figure 5 shows the result 

on outdoor scenes. Both highway and pedestrian dataset contain 

shadow region in the input sequences. The proposed method can 

remove soft shadow while hard shadow regions are recognized as 

foreground pixels. Figure 6 shows the result on office dataset with 

considerably higher performance than the other methods. The result 

of parking lot dataset is shown in Figure 7. The proposed method 

performs quite well even when there are blurry foreground objects. 

5. CONCLUSIONS 
In this paper, we proposed a foreground segmentation method for 

surveillance video, and we found that simple method of background 

modeling lowers accuracy of foreground detection and complex 

modeling method or post processing lowers execution speed. 

However, proposed method is available only on static background 

videos, implementation on dynamic background videos remains a 

future work. We developed a simple fast method to update 

background models while accurately detecting foreground region 

and removing noise area including shadow region. Our model 

achieves the state-of-the-art result of execution time with high 

accuracy of foreground detection. Moreover, we also evaluated the 

proposed method on a new benchmark dataset to show robustness 

against large amount of illumination variation. 
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Table 4: F-measure of Baseline Dataset 

Method 

Dataset 

F-measure 

UBA [2] AMBER [3] Extended GMM [6] Proposed 

pedestrian 0.66 0.93 0.53 0.94 

PETS2006 0.78 0.87 0.78 0.90 

highway 0.92 0.95 0.82 0.92 

office 0.89 0.78 0.78 0.94 

Copy Machine 0.81 0.65 0.56 0.89 

Average 0.81 0.84 0.69 0.92 

ETISEO-MOG9C2 [10] N/A N/A 0.54 0.67 

Method Processing Time (FPS) Resolution 

UBA [2] 30 (CPU) 

360×240 
AMBER [3] 843 

Extended GMM [6] 1,600 

Proposed 1,963 



 

Figure 6: Result of two datasets: highway and pedestrian 

Both highway and pedestrian dataset are outdoor scenes. (a) column is input sequences in videos. (b) is ground truth images which contains 

unknown pixels and hard shadow pixels with gray color. (c) is the result of the proposed method. 

 

 

highway 

pedestrian 

(a) Input Image (b) Ground Truth Image (c) Detected Foreground Image 

Figure 5: Result images of office dataset 

Office dataset is one of baseline dataset. (a) is an input sequence of the dataset. (b) is a ground truth image include unknown pixels (gray 

color). (c) is the result image of the proposed method. (d) is the result of UBA and (e) is the result of AMBER. (f) is the result of Extended 

GMM. 

(a) Input Sequence (b) Ground Truth Image 

(d) UBA (e) AMBER 

(c) Proposed 

(f) Extended GMM 

Figure 7: Result of parking lot dataset 

parking lot is our benchmark dataset. (a) is a background image. (b) is an input image contains blurry foreground pixels. (c) is the result of 

the proposed method. 

(a) Background Image (b) Input Image  (c) Proposed 
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